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Abstract—Opacity is a property asking whether a system may
reveal its secret to a passive observer who knows the structure
of the system but has only limited observations of its behavior.
Several notions of opacity have been studied. Similarities among
the opacity notions have been investigated via transformations,
which have many potential applications. We investigate K-step
opacity (K-SO), a notion that generalizes both current-state
opacity and infinite-step opacity, and asks whether the intruder
cannot decide, at any instant, whether or when the system was in
a secret state during the last K observable steps. We provide new
polynomial-time transformations among K-SO and other opacity
notions. Our results lead, among others, to the general solution
of an open problem concerning the computational complexity of
the verification of K-SO.

Index Terms—Discrete-event systems, opacity, transformations

I. INTRODUCTION

Properties keeping some information secret include, among
others, anonymity [1], noninterference [2], secrecy [3], se-
curity [4], and opacity [5]. Opacity is an information-flow
property asking whether a system prevents an intruder from
revealing the secret. The intruder is a passive observer with the
knowledge of the structure of the system but with only limited
observation of its behavior. Intuitively, the intruder estimates
the behavior of the system, and the system is opaque if, for
every secret behavior, there is a non-secret behavior that looks
the same to the intruder. Secret is modeled as a set of secret
states or as a set of secret behaviors. The former leads to the
state-based opacity of Bryans et al. [6], [7], while the latter
leads to the language-based opacity of Badouel et al. [8] and
Dubreil et al. [9]. See Jacob et al. [10] for more details.

Several notions of opacity have been discussed, including
language-based opacity (LBO), initial-state opacity (ISO),
current-state opacity (CSO), K-step opacity (K-SO), and
infinite-step opacity (INSO). While initial-state opacity pre-
vents the intruder from revealing, at any instant, whether the
system started in a secret state, CSO prevents the intruder
only from revealing whether the current state of the system
is secret. The intruder may, however, realize in the future that
the system was in a secret state. For example, if the intruder
estimates that the system is in one of two possible states,
and the next step proceeds by an observable event enabled
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only in one of the states, the intruder reveals the state in
which the system was one step ago. This problem led to the
introduction of K-SO [11], [12], a notion requiring that the
intruder cannot ascertain the secret in the current state and K
subsequent observable steps.

An interesting question is how the opacity notions are
related to each other. The question has been investigated via
transformations among the notions [10], [13], [14], which are
of interest from both practical and theoretical perspectives.

To illustrate a few practically oriented applications, we start
with the results of deeper understanding of the notions, which
allowed us to design faster verification algorithms [14], dis-
cover that every system satisfying CSO can be transformed to
an equivalent system satisfying CSO with a single secret state,
or transform K-SO to K’-SO for any K and K’ (Section III).

Second, the transformations allow us to use the verifica-
tion algorithms for one notion to verify another notion. For
example, we can transform the problem to verify K-SO of a
given system to the problem to verify CSO of the transformed
system. This application is of interest, even though there are
direct and possibly faster algorithms verifying other opacity
notions than the methods based on the transformations, be-
cause it may be practically easier, cheaper, and more efficient
to develop, optimize, and maintain a verification tool for
one notion, say CSO, than for all the notions. Moreover,
the transformations from one notion to another are structural,
easily doable by polynomial-time algorithms, while the tools
implementing verification algorithms are quite involved, im-
plementing exponential-time algorithms that do not scale well,
depending therefore on the use of efficient and nontrivial data
structures for symbolic computations (such as OBDDs, etc.).

Another interesting, practically motivated application of the
transformations is an automatic modification of a system to a
higher level of confidentiality. For example, imagine a system
that satisfies CSO. Since the applicability and usage of the
system develops, at some point, CSO may not be sufficient any
longer, and K-SO is required instead. It would be practically
very useful to have a tool transforming the system satisfying
CSO to an equivalent system satisfying K-SO. Unfortunately,
current transformations are not suitable for such an application,
and further research is needed. In fact, some of the current
transformations may, in a sense, be used with the help of other
mechanisms, such as supervisors or controllers protecting the
resulting system from reaching states out of the behavior of the
original system, or with the help of hand-made modifications



by the system designer. To make this approach fully automatic
is, however, a challenging open problem.

From the theoretical point of view, the main and most im-
portant application of the transformations is the classification
of problems wrt their complexity. The transformations serve
as a tool to transfer the complexity results among the notions.
For example, Corollary 3 states that deciding CSO for systems
with a single secret state is as hard as deciding CSO for general
systems. In other words, any attempt to improve the efficiency
of the verification algorithms by decreasing the number of
secret states in the considered systems will not be successful.

Another theoretic application of the transformations tells us
that the known fact that deciding CSO is PSPACE-complete
even for systems modeled by DFAs with only three events, one
of which is unobservable [15], transfers directly to the fact that
the problem of deciding K-SO, K ∈ N∞, is PSPACE-complete
even for systems modeled by DFAs with a single secret state
and only three events, one of which is unobservable. Stated
differently, the efficiency of the algorithms cannot be improved
by considering only systems with a limited number of secret
states and/or with a limited number of observable events.

In particular, a direct application of polynomial-time trans-
formations provided in this paper is that the existing complex-
ity results for K-SO (and hence also INSO and CSO, cf. [14,
Table 1]) hold for systems that do not have neutral states (states
that are neither secret nor non-secret) and where the parameter
K is represented in binary. These results significantly improve
the known results [14], where the transformations heavily rely
on the existence of neutral states, although their existence is
not practically justified, and, mainly, the transformations there
are, in fact, exponential if the value of K is exponential.

It is worth noticing that the complexity analysis of Balun
and Masopust [14] states that the problem of verifying K-SO
is PSPACE-complete only if the parameter K is constant or its
value is very small, meaning that the value of K is at most
polynomial wrt the size of the input system. In detail, the
analysis does not consider the parameter K as part of the input
of the decision procedure, and the existing transformations are,
in fact, exponential wrt the length of the binary representation
of the parameter K. Namely, the complexity of verifying K-SO
is open if the input to the problem is not only the system, but
also the parameter K in a standard binary representation com-
monly used for the representations of numbers in computers.
The same actually applies to Saboori’s [16] proof showing that
verifying K-SO is NP-hard. Hence the complexity of deciding
whether, given a number K represented in binary and a system,
the system is K-SO is an open problem.

In this paper, we design new polynomial-time transforma-
tions of K-SO to CSO, and vice versa, which are polynomial
in both the size of the system and the length of the binary
encoding of the parameter K. We then use our transformations
to answer the previous open problem by showing that deciding
K-SO is PSPACE-complete even if K is considered to be a part
of the input represented in binary.

Another problem with the existing transformations between
K-SO and other notions of opacity is that they do not work if

neutral states are not admitted in the system. Neutral states
are states that are neither secret nor nonsecret. Our new
transformations fix this issue, and work independently on
whether neutral states are admitted or not.

All the missing details and proofs omitted for space reasons
can be found in preprint [17], on which this paper is based.

II. PRELIMINARIES

We assume that the reader is familiar with discrete-event
systems [18]. For a set S, |S| denotes the cardinality of S and
2S its power set. An alphabet Σ is a finite nonempty set of
events. A string over Σ is a sequence of events; the empty
string is denoted by ε. The set of all finite strings over Σ
is denoted by Σ∗. A language L over Σ is a subset of Σ∗.
The set of prefixes of strings of L is the set L = {u | ∃v ∈
Σ∗, uv ∈ L}. For u ∈ Σ∗, |u| is the length of u.

A nondeterministic finite automaton (NFA) over an alphabet
Σ is a structure G = (Q,Σ, δ, I, F ), where Q is a finite set of
states, I ⊆ Q is a set of initial states, F ⊆ Q is a set of marked
states, and δ : Q×Σ → 2Q is a transition function that can be
extended to 2Q×Σ∗ by induction. The set Lm(G, I) = {w ∈
Σ∗ | δ(I, w) ∩ F 6= ∅} is the language marked by G, and
L(G, I) = {w ∈ Σ∗ | δ(I, w) 6= ∅} is the language generated
by G. For S ⊆ Σ∗, we write δ(Q,S) = ∪s∈S δ(Q, s). The
NFA G is deterministic (DFA) if |I| = 1 and |δ(q, a)| ≤ 1 for
every q ∈ Q and a ∈ Σ.

A discrete-event system (DES) G over Σ is an NFA over Σ
together with the partition of Σ into Σo and Σuo of observable
and unobservable events, respectively. If the marked states are
irrelevant, we omit them and simply write G = (Q,Σ, δ, I).

A projection P : Σ∗ → Σ∗o is a morphism with P (a) = ε
if a ∈ Σuo, and P (a) = a if a ∈ Σo. The action of P on a
string a1 · · · an, P (a1 · · · an) = P (a1) · · ·P (an), is to erase
unobservable events. It can be readily extended to languages.

An observer of G with respect to projection P is a reachable
part of a DFA constructed, by the standard subset construction,
from the (extended) NFA obtained from G by replacing every
transition label a by P (a). For more details, see [18] or [19].

Let N be the set of non-negative integers, and let N∞ =
N ∪ {∞}. Given a DES G = (Q,Σ, δ, I) and K ∈ N∞, G
is K-step opaque with respect to secret states QS , non-secret
states QNS , and projection P : Σ∗ → Σ∗o if for every string
st ∈ L(G) with |P (t)| ≤ K and δ(δ(I, s)∩QS , t) 6= ∅, there
is s′t′ ∈ L(G) such that P (s) = P (s′), P (t) = P (t′), and
δ(δ(I, s′)∩QNS , t

′) 6= ∅. Two special cases of K-step opacity
include 0-step opacity aka current-state opacity, and ∞-step
opacity aka infinite-step opacity [12], which, for a DES with
n states, coincides with (2n − 2)-step opacity [20].

III. TRANSFORMATIONS

We construct new transformations of K-SO to CSO, and
vice versa. Compared with the existing transformations, which
are exponential wrt the standard binary representation of the
parameter K, the new transformations are polynomial wrt the
binary representation of K. For the transformations of CSO to
other opacity notions, we refer to [13], [14].
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Figure 1. Transforming CSO to K-SO for any K ∈ N∞.

Construction 1. Let G = (Q,Σ, δ, I) be a DES with secret
states QS , non-secret states QNS , and P : Σ∗ → Σ∗o . We
construct a DES G′ = (Q ∪ {qs, qns}, Σ ∪ {@}, δ′, I) where
@ is a new observable event and qs and qns are new states.
The transition function δ′ is initialized as δ of G and further
extended as follows, see Figure 1 for an illustration: (i) for
every q ∈ QS , we add (q,@, qs) to δ′; (ii) for every q ∈
QNS , we add (q,@, qns) to δ′. We define P ′ : (Σ ∪ {@})∗ →
(Σo ∪ {@})∗, secret states Q′S = {qs}, and non-secret states
Q′NS = QS ∪QNS ∪ {qns}.

We can now state the following.

Theorem 2. A DES G is CSO wrt QS , QNS , and P iff G′

created by Construction 1 is K-SO wrt Q′S , Q′NS , and P ′.

The transformation is doable in polynomial time, does not
depend on K, and does not use neutral states. However, it
introduces a new observable event. In fact, the number of
observable events in G′ can be reduced in polynomial time to
two [17]. Since, in addition, the transformation reduces CSO
to K-SO with a single secret state, we have that the problem
is difficult even if the number of secret states and observable
events is very small. Consequently, we can now answer the
open problem concerning the complexity of deciding K-SO if
K is given as part of the input represented in binary.

Corollary 3. Given a parameter K ∈ N∞ represented in
binary, and a system G. Deciding whether G satisfies K-SO
is PSPACE-complete. The problem remains PSPACE-complete
even if G is very restricted, namely, if it has a single secret
state and only two observable events.

The lower-bound complexity, i. e., PSPACE-hardness, fol-
lows from the polynomial-time reduction from CSO to K-SO
described by Construction 1. The fact that K-SO can be
verified in polynomial space with respect to both the size of
the system and the length of the binary encoding of K can be
proved either directly, or it follows from the polynomial-time
reduction of K-SO to CSO described by Construction 9.

We further mention, referring to [17], that a direct trans-
formation preserving a single observable event that does not
admit neutral states may be designed. This transformation is
of particular interest in, e.g., the Brandin-Wonham timed DES
framework, where the single observable event represents the
tick of a global clock, while all the other events are local.
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Figure 2. Automaton G′′ of the first step transforming K-SO to CSO.

Theorem 4. A DES G with a single observable event is CSO
wrt QS , QNS , and P iff G′ constructed in [17] having a single
observable event is K-SO wrt Q′S , Q′NS , and P ′.

We now proceed to the transformation of INSO to CSO.

Construction 5. Let G = (Q,Σ, δ, I) be a DES with secret
states QS , non-secret states QNS , and P : Σ∗ → Σ∗o . We
construct a DES G′′ = (Q ∪ Q+ ∪ Q−, Σ ∪ {@}, δ′, I) by
creating two disjoint copies of G, denoted by G+ and G−, with
state sets Q+ = {q+ | q ∈ Q} and Q− = {q− | q ∈ Q}, and
with an additional observable event @ that connects G to G+

and G− by the transitions (q,@, q+), for every q ∈ QS , and
(q,@, q−), for every q ∈ QNS . Secret states are Q′′S = Q+

and non-secret states are Q′′NS = Q ∪Q−, see Figure 2.

The idea of the construction is that if G is K-SO, and hence
CSO, then the state estimate of G contains a non-secret state
whenever it contains a secret state. Hence, being in a secret
(and hence also non-secret) state, the new @-transitions move
the computation to both copies G+ and G−. In these copies,
we verify that if G can make k steps from the secret state (in
G+), it can also make k steps from the corresponding non-
secret state (in G−). This is verified using CSO by considering
the states of G+ secret and of G− non-secret, which requires
that every move in G+ be accompanied by a move in G−.

Notice that G′′ can be constructed in polynomial-time using
no neutral states. The construction of G′′ is already suitable
to verify INSO of G by checking CSO of G′′.

Theorem 6 (Transforming INSO to CSO). A DES G is INSO
wrt QS , QNS , and P iff G′′ created by Construction 5 is CSO
wrt Q′′S , Q′′NS , and P ′′ : (Σ ∪ {@})∗ → (Σo ∪ {@})∗.

Although G′′ resulting from Construction 5 can verify INSO
of G by checking CSO of G′′, it is not suitable to verify K-SO;
indeed, G′′ verifies any number of steps from the visited secret
state rather than at most K steps. To overcome this issue, we
extend Construction 5 by adding a counter that allows us to
count up to K observable events from a visited secret state.

Construction 7. For the counter, we use the automaton AK

constructed in Appendix A, which is of size polynomial in the
logarithm of K, its unique initial state is denoted by q0, and
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Figure 3. The DES G′′′ of the transformation of 6-SO to CSO with neutral
states; secret states are squared and non-secret states are marked.

its observer has a unique path of length K consisting solely
of non-marked states, while all the other states are marked.

However, the automata G, G+, G− of Construction 5 are
over the alphabet Σ, while AK is over Γ , which is disjoint
from Σ. Hence, we change the alphabets of the automata to

Σ′ = Σ ∪ (Σo × Γ ) .

Namely, in G+ and G−, we replace every observable transition
(p, σ, q) by |Γ | transitions (p, (σ, γ), q), for every γ ∈ Γ , and
denote the results by G̃+ and G̃−. Similarly, in AK, we replace
every transition (p, γ, q) by |Σo| transitions (p, (σ, γ), q), for
every observable σ ∈ Σo, and denote the result by ÃK.

We admit, for a moment, neutral states, and construct the
NFA G′′′ as a disjoint union of G, G̃+, G̃−, and ÃK, together
with transitions (q,@, q+), (q,@, q0), for every q ∈ QS , where
q0 is the initial state of ÃK, and (q,@, q−), for every q ∈ QNS .
Secret states are Q′′′S = Q+ and non-secret states are Q′′′NS =
Q− ∪ {marked states of ÃK}. The other states are neutral.

The construction transforms the K-SO problem of G to the
CSO problem of G′′′.

Theorem 8 (K-SO to CSO with neutral states). A DES G
is K-SO wrt QS , QNS , and P iff the DES G′′′ created by
Construction 7 from the DES G is CSO wrt Q′′′S , Q′′′NS , and
P ′′′ : (Σ′ ∪ {@})∗ → (Σo ∪ {@} ∪Σo × Γ )∗.

To illustrate Construction 7, we transform the 6-SO problem
of G = ({1, . . . , 8}, {a}, δ, {1, 2}) with δ(i, a) = {i + 1},
i = 1, . . . , 7, QS = {1}, and QNS = {2}. Notice that G is
6-SO, since we can make six steps from both states 1 and 2.
To encode K = 6, the transformation uses A6 = A2,2 (see
Appendix A), and results in G′′′ of Figure 3, where all non-
secret states are marked. The minimized observer of G′′′ is
shown in Figure 4. Since every state of the observer reachable
by a string containing @ is marked, it has to contain a non-
secret state of G, that is, G′′′ is CSO.

If we remove state 8 from G together with the corresponding
transitions, then G is not 6-SO, since we can make six steps
from secret state 1, but only five steps from the corresponding
non-secret state 2. The transformation results in G′′′ that
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Figure 5. The minimized observer of G′′′ of Figure 3 disregarding states 8,
8+, 8−, and corresponding transitions.

coincides with the automaton of Figure 3 disregarding states
8, 8+, 8−, and corresponding transitions. The minimized
observer is shown in Figure 5, where state 4, corresponding to
state {7+, (2; 1), (2; 2)}, is secret and reachable by the string
@(a, c)(a, a1)(a, a1)(a, a2)(a, a1)(a, a2), i.e., G′′′ is not CSO.

Finally, we describe the transformation of K-SO to CSO
without using neutral states.

Construction 9. We consider Construction 7, make all states
of G̃+ both initial and marked, and synchronize the compu-
tations of G̃+ and ÃK by their synchronous product G̃+‖ÃK.
Now, we construct a DES G′ as a disjoint union of G, G̃−, and
G̃+‖ÃK, connected together by transitions (q,@, (q+, q0)), for
every q ∈ QS , and (q,@, q−), for every q ∈ QNS . The secret
states of G′ are the non-marked states of G̃+‖ÃK. All the
other states are non-secret.

The transformation can be done in polynomial time in the
system size and the binary encoding of K. How to reduce the
number of observable events can be found in [17]. We can
thus state the following result.

Theorem 10 (K-SO to CSO without neutral states). A DES
G is K-SO wrt QS , QNS , and P iff the DES G′ created by
Construction 9 from the DES G is CSO wrt Q′S , Q′NS , and
P ′ : (Σ′ ∪ {@})∗ → (Σo ∪ {@} ∪Σo × Γ )∗.

To illustrate Construction 9, we again transform the 6-SO
problem G = ({1, . . . , 8}, {a}, δ, {1, 2}) with state 1 secret
and the other states non-secret, and δ(i, a) = {i + 1},
i = 1, . . . , 7. The transformation results in G′ depicted in
Figure 6, using again the NFA A6. The minimized observer
of G′ is depicted in Figure 7. Since every state of the observer
reachable by a string containing @ is marked, it has to contain
a non-secret state of G, that is, G′ is CSO.

If we remove state 8 from G together with the corresponding
transitions, the transformation results in the DES G′ that
coincides with the NFA of Figure 6 without states containing
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Figure 6. DES G′ with a relevant part of G̃+‖Ã6; non-secret states are
marked, other states are secret.
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Figure 7. The minimized observer of G′.

8, 8+, 8−, and the corresponding transitions. The minimized
observer is shown in Figure 8, where state 4, abbreviating
the state {(7+, (2; 1)), (7+, (2; 2))} consisting of secret states
of G̃+‖ÃK, is reachable by the string @(a, c)(a, a1)(a, a1)
(a, a2)(a, a1)(a, a2), that is, G′ is not CSO.

Again, we can provide a direct transformation for systems
with one observable event, which is of interest in, e.g., the
Brandin-Wonham timed DES framework.

Theorem 11 (K-SO to CSO with a single observable event).
A DES G = (Q,Σ, δ, I) with Σo = {a}, secret states QS ,
non-secret states QNS = Q − QS , and P : Σ∗ → {a}∗ is
K-SO wrt QS , QNS , and P iff G is CSO wrt Q′S , Q′NS , and
P , where Q′S and Q′NS are constructed as follows.

Let n be the number of states of G. We determine (in linear
time) if P (L(G)) is finite. If so, we verify K-SO of G in linear
time by checking the subsets of states δ(I, P−1(ak)), for k ≤
n − 1. If G is K-SO, and hence CSO, set Q′S = QS and
Q′NS = QNS . If G is not K-SO, set Q′NS = ∅ and Q′S = Q.

If P (L(G)) is infinite, define Q′NS = {q ∈ QNS | ϕ(q) =
K}, where ϕ : Q → {0, . . . ,K} assigns to q the maximal
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Figure 8. The minimized observer of G′ of Figure 6 disregarding states
containing 8, 8+, 8−, and corresponding transitions.

k ∈ {0, . . . ,K} of observable steps possible from q. Formally,
ϕ(q) = max{k ∈ {0, . . . ,K} | δ(q, P−1(ak)) 6= ∅}. The
secret states are Q′S = Q−Q′NS .

IV. CONCLUSIONS

We designed new transformations of K-SO to CSO, and vice
versa, which are polynomial in both the size of the system and
the length of the binary encoding of the parameter K, and, in
addition, are universal, meaning that they work independently
on whether neutral states are allowed in the system or not.
We also discussed several challenging applications of the
transformations and answered one open problem.

APPENDIX A
LOGARITHMIC ENCODING OF A K-STEP COUNTER

We construct an NFA AK of size polynomial in the loga-
rithm of K such that the observer of AK has a unique path of
length K consisting solely of non-marked states, while all the
other states are marked.

Lemma 12. For all integers k, n ≥ 1, there is an NFA Ak,n

with n events and n(k+2) states, such that Ak,n accepts all
strings except for all prefixes of a unique string Wk,n, which
is a string of length

(
k+n
k

)
− 1.

Proof. For k, n ≥ 1, we define the string Wk,n over Σn =
{a1, . . . , an} by Wk,1 = ak1 , W1,n = a1a2 · · · an, and Wk,n =
Wk,n−1anWk−1,n−1an · · · anW1,n−1an. The length of Wk,n

is
(
k+n
k

)
−1, and an appears exactly k times in Wk,n [21]. We

further set Wk,n = ε whenever kn = 0. We construct the NFA
Ak,n over Σn marking Σ∗n − {Wk,n}. For k ≥ 0, Ak,1 is the
DFA marking {a1}∗ − {ak1} consisting of k + 2 states of the
form (i; 1), see Figure 9, together with the given transitions.
State (k + 1; 1) is marked, state (0; 1) is initial.

We construct Ak,n from Ak,n−1 by adding k + 2 states
(0;n), (1;n), . . . , (k + 1;n), where (0;n) is added to initial,
and (k+1;n) to final states, see Figure 10 for n = 2; Ak,n has
n(k + 2) states. We call state (k + 1, n) maximal. Additional
transitions of Ak,n consist of: Self-loops (i;n)

aj−→ (i;n) for
i ∈ {0, . . . , k + 1} and aj ∈ {a1, . . . , an−1}; transitions
(i;n)

an−−→ (i + 1;n) for i ∈ {0, . . . , k}, and the self-loop
(k + 1;n)

an−−→ (k + 1;n); transitions (i;n)
an−−→ (i + 1;m)

for i ∈ {0, . . . , k} and m ∈ {1, . . . , n − 1}; and transitions
(i;m)

an−−→ (k + 1;n) for every (i;m) of Ak,n−1 with i 6= k.
For details, see [17].

0;1 1;1 . . . k-1;1 k;1 k+1;1
a1 a1 a1 a1 a1 a1

Figure 9. The NFA Ak,1 with k + 2 states.

0;1 1;1 . . . k-1;1 k;1 k+1;1

0;2 1;2 . . . k-1;2 k;2 k+1;2

a1 a1 a1 a1 a1

a1

a1 a1 a1 a1

a1, a2

a2 a2

a2 a2 a2 a2 a2

a2
a2 a2

a2

a2a2
a2

Figure 10. The NFA Ak,2 with 2(k + 2) states.
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Figure 11. The observer of the NFA A2,2.
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Figure 12. Example for K = 12, which gives a2 = 2, the automaton A12

consisting of two copies of A2,2.

For an illustration, let k = n = 2. Then, W2,2 = a21a2a1a2,
NFA A2,2 has 8 states, and the observer of A2,2 in Figure 11
contains a unique path of length

(
4
2

)
−1 = 5 consisting solely

of non-marked states while all the other states are marked.
Since

(
2n+2
n+1

)
= 4n+2

n+1

(
2n
n

)
and

(
2n
n

)
≤ 4n, every natural K

can be expressed as K = bn
(
2n
n

)
+bn−1

(
2n−2
n−1

)
+· · ·+b1

(
2
1

)
+b0

for some n ≤ dlog4(K+1)e and bi ∈ {0, 1, 2, 3}, i = 0, . . . , n.
For every bi, i = n, . . . , 0, we create bi copies of Ai,i

over Σi = {a1 . . . , ai}, resulting in a sequence of automata
B1, . . . ,B`. We take an event c /∈ Σn and connect B1, . . . ,B`
to a single automaton AK by c-transitions as follows. For j =
1, . . . , ` − 1, we add a c-transition from every non-marked
state of Bj to every initial state of Bj+1; from all the other
states, the c-transition goes to the maximal state of B`. Finally,
we add a new state, q0, which is the only initial state of AK,
c-transitions from q0 to all initial states of B1, and transitions
under all the other events to the maximal state of B`; see
Figure 12 for an illustrative example.

The observer of AK has a unique path consisting of non-
marked states along the string (cWn,n)

bn(cWn−1,n−1)
bn−1 · · ·

(cW0,0)
b0 of length K = bn

(
2n
n

)
+ bn−1

(
2n−2
n−1

)
+ · · ·+ b0

(
0
0

)
,

and the other states are marked. Since every Bj is of size
polynomial in n, AK is of size polynomial in the logarithm of
K and its observer has a unique path of length K consisting
solely of non-marked states, with all the other states marked.

Lemma 13. For every natural number K, there is an automa-
ton AK of size polynomial in O(logK) such that the observer
of AK has a unique path of length K consisting solely of non-
marked states, and with all the other states marked.

For an illustration, consider K = 12 = 2
(
4
2

)
+0

(
2
1

)
+0. We

create two copies of A2,2 and connect them by c-transitions
as shown in Figure 12. The observer with the unique path of
non-marked states of length K = 12 is shown in Figure 13.
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Figure 13. The min. DFA of the observer with the unique path of length 12.
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